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Example of US images for different grades of liver fibrosis [6].

Clinical  context.   Histopathology  is  currently  the  gold-standard  technique  for  tissue 
characterization. It is used for a wide range of pathologies (cancer, fibrosis, steatosis, etc.). It  
can be used to identify and assess the stage of pathology, and thus to initiate appropriate 
treatment.  Nevertheless,  it  is  an  invasive,  time-consuming  and  costly  method:  a  tissue 
sample has to be taken, prepared and observed under a microscope. In addition, the results 
are highly dependent on the chosen sample,  and do not provide an overall  view of the  
affected organ. Tissue characterization through imaging would enable a global assessment of 
the  organ without  invasiveness  or  additional  cost.  Ultrasound imaging  is  used for  many 
organs. These images include speckle, which is linked to the scattering of acoustic waves by 



small structures within the tissue. This speckle therefore carries information on the acoustic 
properties and, in particular, the microstructure of the imaged tissues.

Deep learning, for its part, has revolutionized medical image analysis, helping practitioners 
to make the right diagnosis. Nevertheless, its lack of interpretability i restrains their diffusion 
in clinics , despite its remarkable performance and real-time results. It is therefore necessary  
to propose interpretable methods using clinically relevant elements while limiting the use of  
biases, for example by using the acoustic properties of the observed tissues on ultrasound 
images.

The aim of this thesis is to propose a deep learning method for tissue characterization from 
ultrasound data (B-mode image, RF signals) based on the speckle signature. The proposed 
method  will  enable  tissue  to  be  characterized  locally  over  the  entire  imaged  organ.  By 
relying  on  the  scattering  properties  of  the  tissue  through  speckle,  we  ensure  that  our 
method is based on relevant features. The method will be applied to non-alcoholic fatty liver  
disease, which affects 25% of the world's population, making it the leading cause of chronic 
liver pathology.

More specifically, we aim to:

- Automatically separate speckle-related information from the rest in ultrasound data using a 
neural network and latent space disentangling techniques. Generative models (notably VAE 
and diffusion models) will be used [1, 2]. 

-  Predict a map providing the pathology grade locally with only global information when 
training  the  neural  network,  based  on  multi-instance  and  weakly  supervised  learning 
techniques.

- Propose an explainable method giving both the areas of interest for the neural network 
decision  using  attribution methods  and  image  descriptors  (texture,  shape,  etc.)  through 
prototypes [3, .4, 5].

Experiments will be conducted on synthetic data, ex-vivo pre-clinical data and clinical data 
[6]. An additional objective will be to :  

-  Generate  realistic  ultrasound data  for  steatosis,  in  particular  from histological  images. 
Computational and deep learning models guided by the physics of wave propagation will be 
considered [7, 8]. 

Student profile:  Master or engineering student in Computer Sciences/deep leaning/data 
sciences with strong programming skill in Python (Pytorch is a plus). 



Application: 

Please send your resume and your master or engineering school transcripts to: :

- Valentine Wargnier-Dauchelle, valentine.wargnier@creatis.insa-lyon.fr
- Pauline Muleki-Seya, pauline.muleki-seya@creatis.insa-lyon.fr
- Michaël Sdika, michael.sdika@creatis.insa-lyon.fr

References:

[1]  WANG,  Xin,  CHEN,  Hong,  WU,  Zihao, et  al. Disentangled  representation  learning. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, 2024.

[2] HO, Jonathan, JAIN, Ajay, et ABBEEL, Pieter. Denoising diffusion probabilistic models.  Advances in 
neural information processing systems, 2020, vol. 33, p. 6840-6851.

[3] ERION, Gabriel, JANIZEK, Joseph D., STURMFELS, Pascal, et al. Improving performance of deep 
learning  models  with  axiomatic  attribution  priors  and  expected  gradients.  Nature  machine 
intelligence, 2021, vol. 3, no 7, p. 620-631.

[4] GALLÉE, Luisa, BEER, Meinrad, et GÖTZ, Michael. Interpretable medical image classification using 
prototype  learning  and  privileged  information.  In  : International  Conference  on  Medical  Image 
Computing and Computer-Assisted Intervention. Cham : Springer Nature Switzerland, 2023. p. 435-
445.

[5] DJOUMESSI, Kerol, BAH, Bubacarr, KÜHLEWEIN, Laura, et al. This actually looks like that: Proto-
BagNets  for  local  and  global  interpretability-by-design.  In  : International  Conference  on  Medical 
Image Computing and Computer-Assisted Intervention. Cham : Springer Nature Switzerland, 2024. p.  
718-728.

[6]  JOO,  Yunsang,  PARK,  Hyun-Cheol,  LEE,  O.-Joun,  et  al.  Classification  of  liver  fibrosis  from 
heterogeneous  ultrasound  image.  IEEE  Access,  2023,  vol.  11,  p.  9920-9930 
(https://www.kaggle.com/datasets/vibhingupta028/liver-histopathology-fibrosis-ultrasound-
images/data).

[7] GARCIA, Damien. SIMUS: an open-source simulator for medical ultrasound imaging. Part I: theory  
& examples. Computer Methods and Programs in Biomedicine, 2022, vol. 218, p. 106726. 

[8] CIGIER, Amanda, VARRAY, François,  et GARCIA, Damien.  SIMUS: an open-source simulator for 
medical  ultrasound  imaging.  Part  II:  comparison  with  four  simulators.  Computer  Methods  and 
Programs in Biomedicine, 2022, vol. 220, p. 106774. 

https://www.kaggle.com/datasets/vibhingupta028/liver-histopathology-fibrosis-ultrasound-images/data
https://www.kaggle.com/datasets/vibhingupta028/liver-histopathology-fibrosis-ultrasound-images/data
mailto:michael.sdika@creatis.insa-lyon.fr
mailto:pauline.muleki@creatis.insa-lyon.fr
mailto:valentine.wargnier@creatis.insa-lyon.fr

